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Designing Neural Network Using Genetic Algorithm

Jeongsun Park'

ABSTRACT

The study introduces a neural network to predict the bankruptcy of insurance companics. As a method to
optimize the network, a genelic algorithm suggests optimal structure and network parameters. The neural net-
work designed by genetic algorithm is compared with discriminant analysis, logistic regression, ID3, and CART.
The robust neural network model shows the best performance among those models compared.

1. Introduction

Recently, neural networks have shown good perfo-
rmance in solving a variety of problems. The neural
networks are known to be useful in applications
which require robust and non-linear models. Recent
developments in hardware and software made the
neural networks partially overcome problems (e.g.
computational inefficiency, difficulty to optimize net-
work structure, and less persuasiveness to manage-
ment), so that they are even more useful.

The strong points of non-linearity, adaptability,
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and robustness of neural networks all make the
analysis of optimal network structure and parameters
difficult. Advances in the theory cannot provide
enough knowledge to adjust the structure and the
parameters. We usually get some rules of thumb from
empirical studies. Some previous works point out the
problem in using neural networks. A paper [8] says
that “we have performed some exploratory experiments
to decide on the configuration of the neural nets.”
Similar remarks are also made by another paper [7]
“The major limitation encountered when using Neural-
Works Explore for this application was its inability to
support the numerous experiments required to find a
satisfactory combination of network architecture and
set of learning parameters.”

In this study, we present a heuristic optimization
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technique of the network:a genetic algorithm. The
genetic algorithm is suggested because: It is successful
without extensive knowledge of the domain in
accumulating good solutions and rejecting poor ones.
Even for highly complex problems, the genetic algor-
ithm can be quickly prototyped once an acceptable
representation and a performance measure are devel-
oped.

There are recent studies which synthesize genetic
algorithms and neural networks. Harp et al. [4] use a
genetic algorithm to optimize the design of the neural
network for sine function. Powell et al. [5] try to
optimize the design of the network for engineering
tasks. The above studies show that genetic algorithms
are helpful in the designing the neural networks. In
this study, we will apply the genetic algorithm to the
design of the optimal neural network for the bank-
ruptcy prediction of insurance companies.

The purposes of this study are: 1)application of the
neural network to the business domain of insurance
2)exploration of the design of the network using the
genetic algorithm in the domain of insurance 3)dem-
onstration of the superior robustness of the neural
network combined with the genetic algorithm as
compared with the other models in the bankruptcy

prediction of insurance companies.

2. Design of the Neural Network Using
the Genetic Algorithm

In most applications using neural networks, it has
been observed that the performance of a neural net-
work depends on the structure and the parameters of
the network [4]. Our study will attempt to optimize
the neural network by using the genctic algorithm to
find a local optimal network structure and values for
the parameters.

Figure 1. shows the procedure of how the neural
network is optimized by the genetic algorithm. A net-
work is represented by a solution of a population.

Each solution represents a number of characteristics

of the network such as the number of hidden units
for a layer and learning rate. When a solution is
generated by the genetic algorithm, it does not have a
fitness value. The generated solution is used to con-
struct a network. The instantiated network is then
trained by backpropagation method using a training
set of observations. After training, the network is
tested by a test set of observations. The output of the
test will be the fitness of the network. This process of
instantiation, training, and testing is repeated for each
generated solution of the population. When the num-
ber of the solutions in the population reaches the
predetermined size, the genetic algorithm stops gener-
ating a new solution.

When a population finishes being evaluated, a new
population is produced. To make the new population,
two solutions of the old population are selected in
proportional to their fitness. The two selected solutions
are altered by using two genetic operators. The most
prominent operator crossover is used to make two
offspring from two parent solutions of the population

by splicing parents. The other operator is a mutation
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(Fig. 1) Design of the Neural Network Using the Genetic
Algorithm



which is used for generating a new solution by
randomly changing one bit in an existing solution.

Each created solution is used to construct a new
network. The new network is then trained and tested
to make a fitness value for the solution. Whenever
one solution is evaluated, the overall process checks
stop criteria. If a criterion is satisfied, the process
stops. Otherwise, the process returns to the procedure
to make a new population. The process repeats until
a stop criterion is satisfied. In this model, backpro-
pagation method [6] is used for the training of the
network and the genetic algorithm [3] is used for the
optimization of the network.

To optimize the number of hidden nodes, the learn-
ing rate, and the momentum, we use the genetic al-
gorithm. We want to change the number of hidden
nodes from 2 to 9 based on the rule of thumb that the
number of hidden nodes should be 75 percent of the
number of input nodes [7]. Generally speaking, too
many hidden nodes may reduce the ability to gener-
alize the network ;it may show good performance in a
training data set, but week performance in a test data
set. For the optimization of the number of hidden
nodes, three binary digits are required.

The optimal number of learning rate is the maximal
number which does not cause oscillation [6]. In this
study, we use eight values between 0.1 and 1.5:0.1,
0.3, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5. Harp et al. [4] suggest
values between 0.1 and 12.8. However, some prior
experiments showed oscillation when the learning rate
has a high value. To code these eight values for the
genetic algorithm, three binary digits are necessary.

The purpose of the momentum is to give a stability
to the weight space of the network. We use four
values for the momentum:0.1, 0.3, 0.5, and 0.7. We
need two digits for this purpose. Therefore, we need
cight binary digits to optimize the neural network. In
this study, we use a neural network with one hidden
layer, changing number of hidden nodes, changing
learning rate, changing momentum, and full connec-

tion between adjacent layers. The input variables are

nine financial indices and the output variable is the

default prediction of insurance companies.

3. Experimental Design

We have two prediction periods:one-year ahead
prediction (one-year) and two-year ahead prediction
(two-year). The methods for comparing the models
are the training sample method and the independent
test sample method. To test the model, the training
sample method uses the same data that were used to
train the model. The independent test sample method
uses a separate test sample which is different from the
training sample. In each experiment that uses one-year
data or two-year data, 56 failed and 56 non-failed
insurance companies are used for training, and 36
failed and 36 non-failed for testing.

Other aspects we should consider except the three
aspects (number of hidden units, learning rate, and
momentum) for the performance of a network are the
number of cycles and initial weights. A cycle is
defined as presenting all the observations in the data
set to the network. Depending on the number of
cycles, the accuracy of a network may change. If the
accuracy of a network increases as the number of
cycles, a higher number of cycles may give a better
performance of the network. Sometimes, more cycles
may decrease the performance of the network. To
determine the number of cycles, we did some pro-
totype experiments. Because we found that the error
values become stable around 7000 cycles, we use that
figure as the number of cycles. The other factor
affecting the performance of the network is the initial
weights, We have decided that it is not appropriate to
manipulate the initial weights;because there are sev-
eral ways to assign initial weights and we can’t pre-
dict the results of them. By randomization of the in-
itial weights, we have avoided a bias due to the wrong

assignment of initial weights.

4. Empirical Results
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In this experiment', the five models are compared:
DA, CART, ID3, LR, and NN (designed by genetic
algorithm). Of the five models, only two models (DA
and CART) can adopt priors and misclassification
costs. Therefore, the type I and 11 error rates and the

average rate are calculated as measures.

4.1 Neural Network

In this experiment, the size of the population pool
is set at 20 and the number of trials at 10. Therefore,
the first 20 strings are generated randomly and not
affected by the genetic operators. The next 10 strings
are generated using the genetic operators.

We use the sum of I(test) and Ii(test) as the perfo-
rmance measure. The performances of the networks
are compared with those of logistic regression. Logistic
regression shows 21 type I or II errors in one-year

and 26 errors in two-year.

(Table 1) Performance Procedence Rate of NN over LR

randomization

25%

genetic operators
30%
60%

one-year data

two-year data 45%

In Table 1, 5 times out of 20 (25%) show that the
networks perform better than or equal to logistic re-
gression in one-year data and randomization method ;

3 times out of 10 (30%) in one-year data and genetic

operators method;9 times out of 20 (45%) in
two-year data and randomization method ;6 out of 10
(60%) in two-year data and genetic operators method.
The precedence rates by the genetic operators (30% in
one-year and 60% in two-year) are little higher than
those generated by randomization (25% in one-year
and 45% in two-year). These results show that the
genetic operators are helpful in the design of the
neural networks.

4.2 Comparisons of the Five Models

When training sample method using the one-year is
used, CART shows the best performance (0) and is
followed by ID3 (0.036), NN (0.116), DA (0.264), and
LR (0.277), sequentially. When test sample using the
one-year is used, NN shows the best performance
(0.179) and is followed by CART (0.278), LR (0.292),
DA (0.347), and ID3 (0.403) by sequence. The above
results are described in Table 2.

When the training sample using the two-year is
used, CART shows the best performance (0) and is
followed by, ID3 (0.107), NN(0.188), LR (0.268), and
DA (0.385) sequentially. When the test sample using
the two-year is used, NN shows the best performance
(0.223) and is followed by LR (0.361), DA (0.375),
CART(0.375), and ID3 (0.403) by sequence. The
above results are described in Table 3.

If we look at the results using the test sample
method (tables of 2 and 3), NN shows the best per-

{Table 2) Misclassification Rates Using One-Year

model type I (train) type Il (train) average (train) type I (test) | typell (test) average(test)
B DA 0.438 0.089 0.264 0.500 0.194 0.347
CART 0 0 0 0.194 0.361 0.278
ID3 0.071 0 0.036 0.528, 0.278 0.403
LR 0.339 0.214 0.277 0.361 0.222 0.292
NN 0.125 0.107 0.116 0.278 0.083 0.179

1 CART and ID3 are written in Pascal and run on an Encore Multiprocessor machine. DA and LR are run by SAS on an
IBM machine. NN and GA packages are run on a Sund workstation.



(Table 3) Misclassification Rates Using Two-Year

model type I (train) type Il (train) average (train) | type] (test) | typell(test) average(test)
B DA 0.357 0.413 0.385 0.694 0.056 0.375
WVEA—J'IT 0 0 0 0.528 0.222 0.375
ID3 ) 0.071 0.143 0.107 0.306 0.500 0.403
LR V 6.339 i 0.196 0.268 0.639 0.083 0.361
o Y'\J>N“7 N 0.304 0.071 0.188 0.306 0.139 0.223

formance over the other models. LR shows relatively
good performance:third in one-year and second in
two-year. LR is better than DA in both years,
confirming the previous results that LR has a better
performance than DA. CART gives a good perform-
but a
rmance in two-year (third). DA shows a fair perfo-

ance (second) in one-year fair perfo-
rmance of fourth in one-year and third in two-year.
ID3 shows a relatively poor performance of fifth in
both one-year and two-year. Generally, three methods
(NN, LR, and CART) using the sigmoidal function
or the pruning method show good performances;one
method (DA) with the assumptions gives a fair per-
formance; the other method (ID3) which builds trees
recursively but which does not prune them shows

weak results.

5. Conclusions

In this study, we introduced the neural network
model in the bankruptcy prediction of insurance
companies. The robustness of the neural network
motivated us to apply the model in the bankruptcy
In this study,
Previous works explained the problem

prediction. the five models were
compared.
using neural network to be the difficulty in optimizing
the structure and the parameters. To overcome this
problem, we introduced the genetic algorithm. The
results showed that neural network has the best per-
formance among the models. Additionally, the use of

the genetic algorithm was shown to be helpful in

finding the optimal structure and parameters of a

neural network.
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