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Speaker-Adaptive Speech Synthesis based on
Fuzzy Vector Quantizer Mapping and Neural Networks

Jin-Yi Lee' - Kwang-Hyung Lee '

ABSTRACT

This paper is concerned with the problem of speaker-adaptive speech synthesis method using a mapped
codebook designod by fuzzy mapping on FLVQ(Fuzzy Learning Vector Quantization). The FLVQ is used to
design both input and reference speaker’s codebook. This algorithm is incorporated fuzzy membership function
into the LVQ(learning vector quantization) networks. Unlike the LVQ algorithm, this algorithm minimizes the
network output errors which are the differences of class membership target and actual membership values, and
results to minimize the distances between training patterns and competing neurons. Speaker Adaptation in
speech synthesis is performed as follows; input speaker’s codebook is mapped a reference speaker’s codebook in
fuzzy concepts. The Fuzzy VQ mapping replaces a codevector preserving its fuzzy membership function. The
codevector correspondence histogram is obtained by accumulating the vector cormespondence along the DTW
optimal path. We use the Fuzzy VQ mapping to design a mapped codobook. The mapped codebook is defined
as a linear combination of reference speaker’s vectors using each fuzzy histogram as a weighting function with
membership values. In adaptive-speech synthesis stage, input speech is fuzzy vector-quantized by the mapped
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codebook, and then FCM arithmetic is used to synthesize speech adapted to input speaker.

The speaker adaption experiments are carried out using speech of males in their thirties as input speaker’s
speech, and a female in her twentics as reference speaker’s speech. Speeches used in experiments are sentences
/anyoung hasim nika/ and /good momning/. As a results of experiments, we obtained a synthesized speech

adapted to input speaker.

1. Introduction

Conventional speaker adaptation algorithms have
been mainly useful for speaker-independent speech
recognition system. We applied this method to synthesize
a speech containing individuality. Speech individuality
is above all important in daily communication. When
conversation is made through a telephon line, it is
expecially important in speaker indentification. There-
fore a technique to control speech individuality plays
a great role in speech processing, and offers to many
applications. The purpose of this study is to adapt
unknown input speaker to reference speaker in speech
synthesis and is to develop technique of endowing
individuality speech with synthesized speech. Speaker
adaptation method using the fuzzy VQ(Vector Qua-
ntization){1] mapping membership functions is higher
in recognition rate than conventional methods in
speech recognition[2). We have improved synthesized
speech quality by using FVQ in provious study(3].

In this paper, we propose a speaker-adaptive speech
synthesis method which can improve the intimacy of
synthesized speech quality by endowing questioner’s
individuality speech with answer’s response, getting
out of a meaning communication speech synthesis in
a general way. We consider that this method can be
useful in the Q/A (Query/Answer) system.

Generally speech individuality consists of two major
factors. One is acoustic features and the other is prosodic
features. Here to begin with, we improve synthesized
speech quality by controlling acoustic features.
According to as far study results, the acoustic
features that contribute speech individuality are relied
among various parameters, such as formant frequencies
and bandwidth, spectral slope, glottal waveforms[4).

In some studies these parameters have been synthesized
in a separate way. However, we synthesize speech not
to be seperated each of above parameters in order to
avoid complexity. For this purpose, we use FLVQ
codebook containing all individual speech information.
We have shown that the VQ’s performance mainly
depends on codebook’s quality consisted of representive
vectors.

Methods of codebook design are iterative clustering
algorithms known in the pattern-recognition literature
as k-means or LBG algorithm. Recently, we have
designed codebooks by using fuzzy clustering algorithm
to consider membership values between subspaces(S].
These methods shows the danger that characteristic of
input speech may be lost due to large amount of com-
putation. Alternative training algorithm to solve this
problem is a FLVQI6] using fuzzy concepts and LVQ
networks.

A fundamental benefit of formulating method of
codebook design as a neural networks task is that the
large body of neural networks training algorithms can
be used to solve this problems. Here speaker-indepen-
dent codebook is designed by FLVQ training algor-
ithm.

The basic idea of adaptation to the other speaker’s
acoustic features from unknown speaker’s is based on
a mapping between codebooks of different speakers.
The codebook mapping for speaker-adaption seeks to
determine a mapping function between different spe-
aker’s parameter domain.

The mapped codebook is designed by using FLVQ,
fuzzy mapping{7], fuzzy histogram, and DTW(Dynamic
Time Warping). In next section, we present a FLVQ
codebook design for speaker-adaptation speech synthesis.
Section 3 deals with Fuzzy VQ mapping algorithm. In



section 4, speaker-adaptation speech synthesis experi-
ments are described. We present concluding remarks

in section 5.

2. FLVQ-codebook design

LVQ codebook training algorithms formulating
neural networks task are as such:1) the competitive
learning(CL) network that only learns “winning”
neural unit, 2) the Kohonen self organizing feature
map(KSFM) that, during the training process, the
winning neural unit as well as the neural units in the
neighbourhood of the winner is updated, and 3) the
frequency sensitive competive learning(FSCL) network
that results in maximum entropy used in encoding the
data set because, by keeping a count of how fre-
quently each neural unit is the winner during the
course of the training process, all neural units are
modified to an approximately equal number of times
8lis1.

We construct the codebooks by using FLVQ net-
work, considering that above mentioned VQ algor-
ithm have problems of initial net state, sensitivity to
rugged decision surface or overlapping data sets, and
neuron under utilization.
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Let input vectors X ={x;|i=1,...,N},
neuron’s weight vectors ¥ ={y;|7=1,..,L}
and membership functions U ={y;;l¢=1,..,N;j=1,..,L).

The FLVQ algorithm is to minimize the objective
function

N L
min ZWU, Y)=Y ¥ {tmwo"— () }dx, ) (1)

i=1 j=1
subjected to
L
Y wi=1:ViG=1,.,N) and

J=1

Mjelly Ol;vi’ j(j=l,“-’L)

2

where d(x;, ¥;)=|x;~y;|? is distance between input
vector x; and its weight vector pattern ¥;, and tmw is
target membership value. F is fuzziness. By fixing U
and applying the steepest descent optimization to Z
w,Y),

FLVQ learning law is obtained.

yilm+1)=y;(n) +e@®) [tmo—u; ) (x;—y;(n))] (3)

By fixing Y and applying the Lagrange multiplier
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(Fig. 1) Fuzzy Leaming VQ Networks
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method to U, the membership updating rule is
obtained.
;= ! @
=Ty d(x;, y,) \ inF-n

k=1 d(xiy yk)

In Fig. 1, the FLVQ network architure is depicted.
The distance layer computes the distances d(x;, ¥,
which are then fed forward to the membership layer
to calculate/update the class membership outputs
using equation (4). During the learning stage, the
membership outputs are fed back to modify the

neuron’s weight vectors according to equation(3).

3. Speaker-adaptive speech synthesis
by FVQ mapping on FLVQ

Speaker-adaptive speech synthesis performs through
two steps. One is training step, and another is adaptive
speech synthesis step. At training step, we generate a
fuzzy mapped codebook. We use the fuzzy mapped
codebook to synthesize speech adapted to input speaker.
Fuzzy vector quantization is a powerful approach to
reducing VQ synthesis distortion because it represents
an input vector by using a weighted linear combination
of VQ codevectors.

3.1 Construction of mapped codebook.

Mapped codebook(male— femal) is constructed by
Fuzzy VQ mapping. Fuzzy VQ mapping replaces a
codevector while preserving its fuzzy membership
function. Therefore, mapped codebook is constructed
by a linear combination of reference speaker’s vectors
using each histogram as weighting coefficients. The
FVQ analysis stage generates a vector containing
individuality speech information, whose components
represent the degree to which input vector matches
reference vector.

The FVQ-mapping between input speaker’s vector
space and reference speaker’s performs through FVQ-
mapping function F(m—f), and then the codebook

mapped an input speaker’s vector into a refererence
speaker s is constructed. This codevectors of mapped
codebook are calculated as

L
(
T kv

ymn =27 i=1,.,L (5)

Where mapped codebook size is the same with
input and reference codebook size. The i, j represent
each input and reference speaker’s codevector order.
Fig. 2(a) depicts speaker adaptation analysis stage to
find Fuzzy VQ Mapping function F(m—f) in 3
dimension domain. Input codevectors have relations
of one to one correspondence with reference codevectors
by Fuzzy VQ mapping function, where X, X' are
input and reference speaker’s vector, respectively.

Fuzzy VQ Mapping
Input Function
speaker

Y. :("'l

Reference
Speaker

y’l'l

Y A1

Y, im

X

v y AN

(Fig. 2(a)) Speaker adaptation analysis stage using

Fuzzy VQ Mapping function F(m—/f) in /
anyoung hasim nika/ domain

Inverse Fuzzy VQ mapping performed by inverse
Fuzzy VQ mapping function F~' (m—f) represents a
correspondence degree of reference speaker’s indivi-
duality speech to input speaker’s.

yomon 2 y Y™ ®

Where F~'(m—f) is a inverse fuzzy-VQ mapping
function. Fig. 2(b) shows speaker-adaptation synthesis
stage through inverse fuzzy VQ mapping function F~'



(m—f). Input speaker’s codevectors have relations
of one to one correspondence with mapped codevectors
by inverse fuzzy VQ mapping function.

Inverse Fuzzy VQ

Input Mapping Function Mapped
speaker /-\ codebook
™y m Yol ™y tmon)
" * v
[m)
Yy Y '

(Fig. 2(b)) Speaker adaptation synthesis stage using
inverse Fuzzy VQ Mapping Function{F ~'(m—>f)
in /good moming/ domain

Yf."" :input speaker ‘s(male) codevectors
Y,-("'"n :mapped(male-)femal) codebook’s codevectors
X":mapped codebook’s codevectors corresponded to

input vectors

The codevector’s correspondence histogram is
obtained from accumulating the vector correspon-
dence along the DTW optimal path. By regarding the
fuzzy membership function as correspondence proba-
bilty, a correspondence histogram can be accurately
approximated.

Fig.3 shows the generation of mapped codebook.

input signal —>| Fuzzy Learni
nput signe Vi-codebook ©

(e Pl | e ]

reference
signal

(Fig- 3) Mapped codebook generation

Training procedure for obtaining the mapped
codebook is as follows:
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1)Make an input speaker’s and a reference’s codebook
using FLVQ training.

2) Fuzzy vector-quantize input vector.

3)Find the optimal codevector correspondence between
input vector and reference vector using DTW. .

4)Make fuzzy histogram (hij) accumulating the mem-
bership values using FVQ.

by =hjj +p;j O

Where i and j are the codevector order in input
sx;eaker's codebook and in reference speaker’s
codebook, respectively. While histogram in VQ-mapping
is obtained by accumulating one whenever correspon-
dence vector is found, histogram in FVQ-mapping is
obtained by accumulating the membership values.
Membership values(y;;) which represents the degree
to which an input speaker’s codevector(f) matches
each reference speaker’s vectors(7) can be determined
as[10]:

1
lSom e ™
™ v
W= ; ®)

1
[ dx™ y?) [ =

Where F: fuzziness
L:codebook size
Yf."" :the #th codevector of input speaker(male)
Y?"’ :the jth codevector of reference speaker(female)
Y}""’ﬂ :the jth codevector of mapped codebook
1<i<L I<j<L

5)Mapped codebook can be determined as:

.}i ki ¥,

Y® symn =% )
L ki

i=1
Where h;; is fuzzy histogram values.
6) Replace input speaker’s codebook with the mapped

codebook.

T)Until the average distortion has converge. goto 3).



154 BIFLXCIEE =2 X 43 M 15(97.1)

3.2 Adaptive speech analysis-synthesis

We vector-quantize input speaker’s speech by FVQ
using mapped codebook, then fuzzy mapped member-
ship output function(Q;) is obtained as the components
of which is membership value.

Oi= i, tizs Pizsoer - i 17 (10)

Component of the vector is positive, and sum of it’s
component is one. The F(Fuzziness)) 1 is a constant
representing the degree of fuzziness, then determination
of its value changes correspondence probability which
an input vector is matched reference vector.

The O; is obtained under the condition to minimize
the fuzzy objective function of the following equation.

Where # is input vector’s order.

” L
min ZW, Y**MN=Y ¥ (u)Fd(X, ¥, (1)

i=1 j=|

Notice that as F tends to infinity, each component of
O; tends to 1/L;as F tends to one, then only the
component corresponding to minimum value of d(X;, Y )
tends to one and other components tend to zero.
Thus decision of F value makes the FVQ’s decision
very hard(F—1) or very soft (F— o). Fig. 4 shows
the speaker-adaptive speech analysis and synthesis
system.

Because we performs the FVQ synthesis by using
the output vector of analysis stage and fuzzy-C-means
operations, our method is obtained synthesized speech
which is adapted a few more to input speech. The
adaptive synthesized speech ,\:} is

wapped codebook.

— 0 —
input speech——>| FVQ  }|——>{ FoM J———){:peak:wpuwl

(Fig. 8) Speaker-adaptive speech analysis-synthesis by
fuzzy-VQ

-~

Xi=[%a, 22, %i3 e xin I7 (12)

The component of X;;, 1:;,~ can be computed with the
following equation.

L
.ZI(”E; 3’;:"—.”)
i=

x,-,-=

,(1<i<n) 13)

™

F
H;;

L
H

4. Experiments of speaker-adaptive
speech synthesis

The speaker adaption experiments are carried out
using speech of a male in his thirties(male 1), speech
of a male in his twenties(male 2), and speech of a
female in her twenties(female 1), as input speaker’s
speech, and speech of a other female in her twenties
(female 2), as reference speaker’s speech. Speech used
in experimenis are sentences /anyoung hasim nika/
and /good morning/. Speech is obtained by sampling
rate of 8 kHz. All codebook size is the same 4 dimen-
sion 32 level.

The codevector correspondence histogram is obtained
by accumulating the vector correspondence along the
DTW optimal path. Then mapped codebook is
constructed by a linear combination of reference
speaker’s vectors using each histogram as weighting
coefficients.

Fig. 5 shows represently the fuzzy VQ-histogram
for input vector X; and Xjo. This fuzzy VQ-histogram
is obtained by relation input speaker’s(male 1) with
reference speaker’s(female 2) for utterence /anyoung
hasim nika/.

Input speaker’s codebook and reference’s is
designed using FLVQ algorithm for obtaining several
speaker’s FVQ-mapped codebook. For design a pre-
cise mapped codebook, the mapped codebook is
trained to minimize inter-speaker’s distortion.

Fig.6 shows a demonstration of the fuzzy VQ-map-
ping relations to give a speaker adaptive speech.
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(Fig. 5) Fuzzy VQ-histogram

In experiments, we first measure that the fuzzy-vQ
mapping function mapping an input speaker’s
utterence /anyoung hasim nika/ (male 1, 2, femal 1)
speech into reference speaker’s(female 2). Then we
calculate inverse FVQ-mapping function from it.
Using this function, we obtain an utterence /good
morning/ containing individuality speech of input
speaker(male 1) from his utterence /anyoung hasim
nika/ by using a reference speaker’s /good morning/.

Speaker adaptive speech is synthesized using a
mapped codebook and adaptive parameters(fuzzy his-
togram). The results of experiments of speaker adapt-
ive speech synthesis for male 1’s /good morning/
adapted to input speaker’s speech (male 1)/anyoung
hasim nika/, is shown.

Fig. 7(a), (b) indicate the original speech waveforms
of an input speaker’s (male 1) and a reference speaker’s
(female 2) /anyoung hasim nika/, respectively.

Fig. 8(a), (b) show the spectrograms of an input
speaker’s (male 1) and a reference speaker’s (female
2) /anyoung hasim nika/, respectively.

Fig. 9(a), (b) indicate original speech waveforms of
an input speaker’s (male 1) and a reference speaker’s
(female 2) /good morning/, respectively.

Fig. 10(a), (b) show the spectrograms of an input
speaker’s (male 1) and a reference speaker’s (female

2) /good morning/, respectively.

Input speaker Reference speaker Speaker adaptive speech

male1 /anyoung hasim nika/ FVQ 1
female2
male2 /anyoung hasim niksy —EVQ

female1 /anyoung hasim nila/

(Fig. 6) Speaker-adaptive speech synthesis using Fuzzy VQ mapping function.
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(Fg. 7(a)) Original speech /anyoung hasim nika/ of
male 1
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(Fig. 8(a)) Spectrogram of original speech of male 1
fanyoung hasim nika/

Fig. 11 (a), (b) indicate speech waveform /anyoung
hasim nika/ of male 1 converted female 2 by fuzzy-VQ
mapping function FVQ and its spectrogram, respect-
ively.

Fig. 12 (a), (b) indicate a speech waveform/good
morning/ of female 2 adapted to male 1 by inverse
fuzzy VQ-mapping function and its spectrogram,
respectively.

Amplitude

O 1000 2000 3000 4000 5000 6000 7000 8000
Samples order

(Fig. 7(b)) Original speech /anyoung hasim nika/ of

female 2
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(Fig. 8(b)) Spectrogram of original speech of female 2
/anyoung hasim nika/

Experimental results show a /good morning/ speech
adapted to male 1 /anyoung hasim nika/, so that our
attempts for speaker’s adaptation in speech synthesis
is more or less sucessful. Fig. 11(a) and Fig. 12(b) are
shown as input speaker’s waveform is mixed with ref-
erence speaker’s waveform. As codebook size is
increased, Fig. 11(a) waveform will closely resemble a
Fig. 7(b), and Fig. 12(a) waveform will closely resemble
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(Fig. 9(a)) Original speech /good morning/ of male |
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(Fig. 9(b)) Original speech /good morning/ of female 2
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(Fig. 10(a)) Spectrogram of original speech of male 1
/good moming/

Fig 9(a).

We shows that the synthesized speech by fuzzy
VQ-mapping is better than that by VQ-mapping in
synthesized speech waveforms. This effect is due to
using fuzzy histogram as a weight function when a
mapped codebook is defined as a linear combination
of reference speaker’s speech.

5. Conclusions

(Fig. 10(b)) Spectrogram of original speech of female 2
/good noming/

We have presented a speaker-adaptive speech syn-
thesis technique using a mapped codebook designed
by Fuzzy VQ mapping and neural net algorithm. The
neural net algorithm is employed for learning the
membership functions. Using a new supervised com-
petitive learning net called fuzzy LVQ(FLVQ) in
which fuzzy learning concept is corporated into the
LVQ net, we have designed an input speaker’s and a
reference speaker’s codebook. The FVQ mapping
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(Fig. 11(a)) Speech waveform/anyoung hasim nika/ of
male 1 converted female 2 by fuzzy-VQ map-
ping function FVQ
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(Fig. 11(b)) Spectrogram of converted speech 11(a) :
/anyoung hasim nika/
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(Fig. 12(a)) Female 2-to-male ! conversion speech
/good moming/ byF ~'vQ
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(Fig. 12(b)) Spectrogram of converted speech 12(a) :
/good moming/

method between an input speaker’s and a reference
speaker’s vector space performs through the FVQ
mapping function on FLVQ. Speaker-adaptation
speech synthesis is carried out through inverse Fuzzy
VQ mapping function.

The performance of the proposed method is
evaluated subjectively with a degree closed to input
speaker’s speech. We also showed that individual
speech can be controlled for a synthesized speech by
using this adaptive techniques.

We will soon employ a back-propagation model to
minimize of individuality error in synthesized speech,
and further will study adaptive FAM that is
transformations of time varying mapping from fuzzy
sets to fuzzy sets for adaptive speech synthesis.
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